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Recommendations with personalized explanations have been shown to increase user trust and perceived quality and help users make
better decisions. Moreover, such explanations allow users to provide feedback by critiquing them. Several algorithms for recommender
systems with multi-step critiquing have therefore been developed. However, providing a user-friendly interface based on personalized
explanations and critiquing has not been addressed in the last decade. In this paper, we introduce four different web interfaces
(available under https://lia.epfl.ch/critiquing/) helping users making decisions and finding their ideal item. We have chosen the hotel
recommendation domain as a use case even though our approach is trivially adaptable for other domains. Moreover, our system
is model-agnostic (for both recommender systems and critiquing models) allowing a great flexibility and further extensions. Our
interfaces are above all a useful tool to help research in recommendation with critiquing. They allow to test such systems on a real use
case and also to highlight some limitations of these approaches to find solutions to overcome them.
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1 INTRODUCTION

Recommender systems are intensively researched and widely used nowadays. However, modern recommender systems
are often seen as a black box from the end user’s point of view. Some studies have shown that user satisfaction with
recommender systems does not always correlate with the accuracy they achieve [14] and that providing an explanation
to the user as to why certain items are recommended would increase the overall system transparency [20, 21] and
trustworthiness [10, 23] and help users make better decisions [4, 5].

Another great advantage of these explanations is that by understanding what generated the recommendations, users
can give feedback to the system by critiquing them if they are not satisfied. Critiquing can be viewed as a conversational
recommendation method that incorporates user preference feedback and incrementally updates recommendations
based on the user’s stated preferences [7]. Moreover, it is most useful when applied in multiple steps leading to the
development of multi-step critiquing algorithms [12, 16] that were proven to be better than other methods [18].

Research on critiquing has led to the development of methods where the attributes are mined from past reviews.
These generated attributes can be in the form of keyphrases used as explanations and allow users to interact with them
[2, 13, 22]. In these approaches, users can add or remove certain aspects that they like or, respectively, dislike or that
they consider as significant for the recommendation or not. Moreover, it has been shown that highly personalized
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Fig. 1. Interactions overview.

natural language justifications increase the perceived recommendation quality and trustworthiness [5, 10, 11, 21]. Recent
works [2, 8] have proposed approaches to generate these kinds of justification in addition to the keyphrase explanations.

In this paper, we present several user-friendly web interfaces based on existing explainable recommender systems
and critiquing mechanisms [2, 13]. These interfaces assist users in the decision-making process and help them to better
understand the recommended items by providing explanations in the form of actionable keywords and personalized
justifications. By critiquing the explanations, the users interact with the system to refine and improve the recommenda-
tions by explicitly expressing their preferences. Providing such interfaces has not been addressed in the last decade [6, 7].
More precisely, we have chosen hotel recommendations as a case study as it is a familiar domain for most people.
However, our implementation does not depend on a particular dataset and is trivially adaptable for other domains.

In [2, 13], the evaluation of critiquing is simulated without the participation of actual end users. Our interfaces
provide the opportunity to experiment recommendations with critiquing based on neural natural language processing
techniques on a real use case. Moreover, they can help to highlight the limitations of these systems to find solutions to
overcome them; they are not intended to be a finished usable product for end consumers.

2 SYSTEM OVERVIEW AND IMPLEMENTATION

The system overview is shown in Figure 1a. To illustrate the flexibility of our system, we employ the HotelRec dataset [1],
which contains 50 million reviews from TripAdvisor, and automatically extracted 90 keyphrases to reflect hotel features
(similar to TripAdvisor or Booking). For more details about the preprocessing, we refer the reader to [2, 3, 13].

Moreover, our system is model-agnostic both for the recommender model and the critiquing mechanism. In case
the recommender model does not handle the cold-start problem, we ask the users to provide an input to get their
preferences and to define their initial profiles. We then match the query with an existing user in the database whose
profile is most similar to the preferences formulated (according to a TF-IDF vector space model computed on user
reviews). This enables more flexibility in the used recommender model.

In this demo, we experiment with two recommender systems with critiquing mechanisms: T-RECS [2] and CE-
VAE [13]. Both predict a set of keywords from the 90 keyphrases extracted during preprocessing, that best describes the
user profile, alongside the recommended items. These keywords are therefore used as an explanation for the recommen-
dation and can then be critiqued. However, these two models have their own specificities that we detail in Section 3.

The interaction with the interface from the user’s point of view is shown in Figure 1b. Users are first asked to enter,
in text form, what they would like for their ideal hotel. Then, users choose one of the four proposed destinations,
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(a) Int. A: Menu. (b) Int. B/C/D: Menu. (c) Int. B: Explanation shared by all items for CE-VAE with descriptions.

(d) Int. C: Explanation per item for TRECS with descriptions. (e) Int. D: Explanation per item for TRECS with justifications.

Fig. 2. Design details of the four interfaces Int. A/B/C/D.

where each contains 25 to 45 hotels. Next, users enter the Recommendation - Critiquing loop. The interface initially
displays only the top 10 items recommended based on initial user input, along with the generated explanation. The
users have the possibility to interact with the explanations by critiquing them. After each critique, the system updates
the recommendation for the users. This process continues until users are satisfied and cease to provide additional
critiques. At this point, this iterative process terminates as we consider that users have found their ideal hotel.

3 INTERFACE DETAILS

In fact, users can interact with four different interfaces, some aspects of which are detailed below and shown in Figure 2.
Interface A: Static. We use as a reference point of user satisfaction a static interface inspired by current hotel

recommender platforms and allowing the user to filter hotels according to the keyword features (which are the same as
the extracted keyphrases during preprocessing). To make interaction easier, the keywords are grouped in 6 categories
chosen by hand (see Figure 2a). In addition, to provide more information about the hotels and help users make a better
choice, the interface also displays the hotel’s description scraped from TripAdvisor.

Interface B: CE-VAE with shared keyphrases. As explained in Section 2, the recommender system predicts a set of
keywords that best describes the user profile alongside the recommended items. For CE-VAE, users can only interact
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with the keywords on a global level to express an explicit disagreement: all items share the same explanation. The top
6 keywords associated with the user profile are displayed at the top of the web page (see Figure 2c). Similar to Interface A,
the hotel descriptions are also displayed. However, the system’s keywords are highlighted in the descriptions, and it
allows the users to also interact with these descriptions by critiquing them.

Interface C: T-RECS with fine-grained keyphrases. In contrast to CE-VAE, T-RECS generates more fine-grained
explanations by inferring personalized keywords for each user-item pair (see Figure 2d). Moreover, users can not only
critique a keyword to reflect a disagreement but also highlight it as an important desired feature. As for Interface B, the
hotel descriptions are also displayed and enable critiquing interactions.

Interface D: T-RECS with fine-grained keyphrases and generated justifications. This interface is similar to
Interface C but, instead of displaying the general scrapped description for each hotel, it generates a personalized natural
language justification conditioned on the keyword explanation. This justification, which is therefore based on user
profiles, allows them to understand why those hotels are recommended. An example is shown in Figure 2e.

In addition, for Interfaces B, C, and D, we give the possibility to search for additional keywords to critique (see
Figure 2b) than those predicted as relevant by the system. Finally, after experimenting with the four interfaces, users
access the entire hotel catalog to determine if the different approaches helped them finding the hotel that best suits them.

4 DISCUSSION

With the recent progress of natural language generation, models are now capable of generating syntactically and
grammatically correct sentences [17]. However, we observe that the generated personalized justifications quite often lack
diversity [15]. Indeed, the justifications of the best items contain repeating parts of sentences. This makes it more difficult
for users to choose their preferred item because the differences between the justifications of the recommended items
are not emphasized. In addition, as is often the case in natural language applications, hallucinations can occur [9, 19].

Moreover, by experimenting with the interfaces, other limitations of the natural language processing methods used
can be observed. We can take as an example the generated keywords. They are obtained by automated systems that
generate them based on data mining techniques or machine learning models. However, meaningful keywords for the
recommendation do not necessarily imply that they are useful for the end user. On the one hand, the meanings of
individual keywords are not always clear for the end users, especially if they are not familiar with the recommendation
domain. On the other hand, it is not always obvious what critiquing a keyword means. Indeed, the keyword “pool”
indicates the presence or the absence of a pool. However, for the keyword “breakfast”, it is not clear how breakfast is
interpreted by the system as most hotels propose breakfast options. Post-processing to filter vague keywords, or the
usage of n-grams could improve the understanding of the keywords but will solve the problem only partially.

5 CONCLUSION

Nowadays, recommender systems are widely studied and used. We have designed several web interfaces that can
be easily connected to different datasets, recommender models, and critiquing mechanisms. In addition to the usual
recommendations, they can provide users with keyword explanations and personalized natural language justifications.
Moreover, users can interact with these keywords in different ways by critiquing them. We have focused on the hotel
recommendation domain. This gives the opportunity to experiment recommendations with critiquing based on neural
natural language processing on a real, most likely familiar use case. The interfaces are also a useful tool to highlight the
limitations of these systems and to find solutions to overcome them.
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